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Abstract

The present study examines the effect of an opposing oscillatory flow on heat transfer from an immersed horizontal

cylinder in a bubbling gas-fluidized bed. This opposing oscillatory flow creates a state of fluidization termed pulse-

stabilized fluidization. Heat transfer rates were measured for a monodisperse distribution of particles for fluidization

ratios ranging from 1.1 to 2.7. Overall heat transfer measurements from a submerged horizontal cylinder show that the

heat transfer characteristics are significantly altered by an opposing oscillatory flow. A modified form of the Strouhal

number effectively characterizes the particle Nusselt number. Time-averaged local heat flux measurements showed that

the local heat transfer distribution was altered by the hydrodynamics induced by the opposing oscillatory flow. � 2002

Elsevier Science Ltd. All rights reserved.

1. Introduction

Typical bubbling fluidized beds are adversely affected

by the behavior of coal fines, which cause high levels of

elutriation and increased emissions due to combustion in

the freeboard region. The pulsed atmospheric fluidized

bed combustor (PAFBC), as shown in Fig. 1, provides

significant advantages for the combustion of coal fines

by employing a pulsed combustor, while maintaining the

reduced emissions and high heat transfer rates of a

bubbling fluidized bed. In the hybrid PAFBC, coal fines

are burned in a pulsed combustor that faces vertically

downward in the bubbling fluidized bed. The pulsed

combustor introduces a secondary flow of high tem-

perature combustion gases into the bed. This secondary

flow has an exit velocity that consists of a sinusoidally

oscillating component superimposed on a steady mean

flow. The technology has been successfully demon-

strated on the campus of Clemson University under the

auspices of the DOE Clean Coal Program and the South

Carolina Institute for Energy Studies (SCIES). Fluidi-

zation was more stable and heat transfer rates were

significantly enhanced in the PAFBC demonstration

over those typical of a bubbling fluidized bed combu-

stor. Further description of the PAFBC concept and

operation is provided in [1].

For the present study, an experimental model of the

PAFBC was constructed which allowed the effect of an

oscillating secondary flow on fluidization characteristics

and heat transfer to be determined. The global hydro-

dynamics in the bubbling bed are significantly altered

by the presence of the secondary flow [2]. For exam-

ple, traditional fluidized beds have overall circulation

patterns that are generally upwards in the center and

downwards at the walls. The introduction of the sec-

ondary flow in the present facility created a markedly

different overall circulation pattern, with solids generally

migrating upwards near the walls, and downward along

the pulsed flow simulator tailpipe. For most operating

conditions, the introduction of the oscillating compo-

nent of the secondary flow also created an obvious pe-

riodic behavior of the bubble generation and movement

of the free surface of the bed. These hydrodynamics,

termed ‘‘pulse-stabilized fluidization’’, are documented

in [3].
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Bubbling fluidized beds may be characterized as self-

excited, nonlinear systems. Under typical operating

conditions pressure, void fraction and heat transfer in

bubbling fluidized beds have been shown to behave in a

manner consistent with deterministic chaos [4–6]. The

extreme sensitivity to initial conditions associated with

chaos suggests the possibility of control or optimization

of chaotic states with carefully chosen perturbation of

the operating conditions. Recently, the present authors

have successfully demonstrated chaos suppression of the

hydrodynamics using pulse-stabilized fluidization [3]. In

light of the strong coupling that exists between the hy-

drodynamics and heat transfer in bubbling fluidized

beds, the potential for using a secondary flow as a per-

turbation parameter for active or passive chaos control

of a fluidized bed seems plausible. However, to make

such active or passive control possible, the influence of

pulse-stabilization on heat transfer must first be inves-

tigated.

In the present work, the influence of pulse-stabilized

fluidization on heat transfer is investigated in two parts.

In Part 1 of this paper, the effects of an opposing os-

Nomenclature

Aeff effective area of heat flux probe (m2)

As surface area of horizontal copper cylinder

(m2)

dp mean particle diameter (m)

dt inside diameter of pulsed flow simulator

tailpipe (m)

EðtÞ time varying bridge circuit voltage (V)

Eb time-averaged bridge circuit voltage for

constant probe temperature (V)

Ec potential supplied to cartridge heater (V)

f forcing frequency of piston (Hz)

fn natural frequency of pulsed flow simulator

(Hz) ðfn ¼ 26 HzÞ
h overall cylinder heat transfer coefficient (W/

m2 K)

heq overall heat transfer coefficient with an

equivalent flow, Qeq, through the plenum

(W/m2 K)

heq;h time-averaged local heat transfer coefficient

measured at angular position h with an

equivalent flow through the plenum (W/m2

K)

hf overall cylinder heat transfer coefficient ac-

quired with a secondary flow forced at f Hz

(W/m2 K)

hf;h time-averaged local heat transfer coefficient

measured at h with a secondary flow forced

at f Hz (W/m2 K)

hp;h time-averaged local heat transfer coefficient

measured at h with a primary flow only (W/

m2 K)

hh time-averaged local heat transfer coefficient

(W/m2 K)

h0 overall cylinder heat transfer coefficient ac-

quired with a steady secondary flow (W/m2

K)

h0;h time-averaged local heat transfer coefficient

measured at h with a steady secondary flow

(W/m2 K)

Ic current supplied to cartridge heater (A)

kf thermal conductivity of air at 300 K (W/m

K)

Nup Nusselt number based on particle diameter

ðNup ¼ hdp=kfÞ
Qeq equivalent flow rate: total flow rate, Qt, is

introduced through plenum ðm3=sÞ
Qmf flow rate corresponding to minimum fluidi-

zation ðm3=sÞ
Qp primary flow rate, plenum ðm3=sÞ
Qs secondary flow rate, pulsed flow simulator

ðm3=sÞ
Qt total flow rate: sum of primary and sec-

ondary flow rate ðm3=sÞ
r driving link radius for pulsed flow simulator

(m)

r1 resistance in leg one of bridge circuit (X)

r2 resistance in leg two of bridge circuit (X)

rdecade decade resistance bridge circuit (X)

Rb bridge circuit resistance (10 X)

Rc cable resistance (X)

Rp probe resistance (X)

St Strouhal number ðSt ¼ dtf =UsÞ
St0 modified Strouhal number ðSt0 ¼ Stðf =

fnÞ�0:8Þ
Tb average temperature of fluidized bed media

(�C)
Tp probe temperature (�C)
Ts surface temperature of horizontal copper

cylinder (�C)
Us mean velocity at exit of pulsed flow simu-

lator tailpipe (m/s)

Vk kinematic velocity amplitude at exit of

pulsed flow simulator tailpipe (m/s)

Vr resonant velocity amplitude at exit of pulsed

flow simulator tailpipe (m/s)

Greek symbol

h angular position around horizontal cylin-

der: measured from stagnation point (�)
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cillatory flow on overall and local time-averaged heat

transfer are examined. Part 2 examines the local, in-

stantaneous measurements of heat flux as a function

of angular position around the circumference of the

heated cylinder. Results are presented that document the

effects of significant changes in the hydrodynamics of

fluidization resulting from pulse-stabilization on heat

transfer.

2. Background

Overall heat transfer from a single horizontal cylin-

der submerged in a bubbling gas-fluidized bed has been

extensively investigated and numerous correlations de-

veloped for predicting the overall and maximum overall

heat transfer coefficients achievable for these operating

conditions. Ainshtein and Gel’perin [7] and Grewal and

Saxena [8] summarize a number of these.

Kobayashi et al. [9] experimentally investigated the

effects of pulsing the plenum stream of a gas-fluidized

bed on the rates of heat transfer. On/off pulsing of

the flow stream resulted in an attenuation of the bub-

bling phenomenon, shorter particle residence times, and

a lower bubble fraction compared with the same flow

rate in an unpulsed fluidizing stream. Increases in heat

transfer were attributed to active particle mixing below

minimum fluidization [10].

Using a hot film anemometer, Nowak et al. [11]

measured the relative enhancements in time-averaged

heat transfer coefficients in a bed of monodispersed fine,

cohesive particles subjected to an opposing acoustic

field, and compared these values to those measured in a

bed with no acoustic field. In both cases, an extremely

low primary flow was employed. When no acoustic flow

was present, the bed remained fixed due to particle ag-

glomeration. Increases in heat transfer ranged from

100% to 200% for a range of low primary flow rates

when the bed was acoustically forced at 20 Hz. This

frequency corresponded to the resonant frequency of the

system consisting of the pipe between the loudspeaker

and the free surface of particles. Moussa and Fowle [12]

also examined the effects on combustion of pulsations in

the fluidizing flow.

Yates et al. [13], Shen et al. [14], and Ding and Gi-

daspow [15] each employed a secondary gas stream in

opposition to the plenum air stream to enhance particle

mixing. In each of their experimental facilities, the jet

exit was submerged in the gas-fluidized bed, and the

effects of the jet penetration depth and variations in void

fraction surrounding the secondary flow inlet tube were

analyzed. No investigations of the heat transfer mecha-

nisms were performed.

Botterill et al. [16] and George and Welty [17]

measured time-averaged local heat transfer coefficients

at various angular positions around a single horizontal

cylinder in a high temperature bed. Chandran et al. [18]

and Kurosaki et al. [19,20] measured heat transfer from

a heated horizontal cylinder to a cold bed of fluidized

particles. Each investigator reported that, as the fluidi-

zation ratio was increased, the heat transfer coefficients

remained relatively symmetric about the stagnation

point, the angular variations became less pronounced,

and the maximum heat transfer coefficient migrated

from the sides to the upper portion of the cylinder.

Local heat transfer coefficients from a cylinder located

in a single row of tubes submerged in hollow polysty-

rene spheres were measured by Kumada et al. [21]; the

bed was fluidized to a flow rate twice that required for

minimum fluidization. An increase in heat transfer at

the upper portion of the cylinder was observed with

increasing flow rate, with the maximum heat transfer

coefficient identified at 180� from the stagnation point.

3. Experimental facility

The experimental facility shown in Fig. 2 was de-

signed and instrumented to independently examine the

effects of the secondary flow rate and the secondary flow

oscillations on pressure and heat transfer in pulse-sta-

bilized fluidization. The facility included provisions

for measuring (1) overall heat transfer, and (2) local,

instantaneous heat transfer, from which (3) local, time-

averaged heat transfer could be determined. Part 1 of

this paper focuses on overall and local, time-averaged

heat transfer.

Uniform fluidization was achieved using a porous

polyethylene distributor plate with a 40 lm mean pore

Fig. 1. Pulsed atmospheric fluidized bed combustor (PAFBC).
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diameter. The pressure drop across the plate ranged

from 100% to greater than 200% of that across the

0.305 m slumped depth of particles constituting the

bed. The test section had a cross-sectional flow area

of 0:305 m� 0:305 mð1 ft� 1 ftÞ, and a height of 0.53

m. The fluidized particulate was spherical glass beads

having a narrow size distribution (monodisperse) with a

weight mean diameter of 345 lm and a density of

2:5 g=cm3
. Air was used as the fluidizing medium for

both the primary and secondary streams. Airflow rates

were measured using orifices that were calibrated using a

laminar flow element as a standard. Typical uncertain-

ties in the primary and secondary flow rates range from

2% to 3%.

The oscillating secondary flow field was created by a

pulsed flow simulator, shown in Fig. 3, that consisted of

a steady flow inlet, a reciprocating piston sealed with a

rolling diaphragm, and a tailpipe assembly. The tailpipe,

a 3.8 cm PVC tube, extended vertically downward into

the test section. The clearance between the end of this

tube and the distributor, in proportion with the pilot

scale PAFBC, was approximately 1.25 cm. The fre-

quency of the oscillation was controlled through a speed

control on the driving motor. The amplitude was con-

trolled by the driving radius, which was fixed at 14.15

mm for this study, unless otherwise stated.

Under appropriate conditions, the facility created a

fully reversing (i.e., sinusoidal) secondary flow, typical

of pulsed combustors. The pulsed flow simulator tailpipe

assembly operated in frequency and amplitude ranges

where significant resonance occurred, as determined

from measurements of the centerline velocity at the

tailpipe exit in absence of the fluidized bed. A model was

developed from measured amplitudes at the tailpipe exit

that allowed prediction of the resonant amplitude; the

model was based on a Helmholtz resonator and an ef-

fective tailpipe diameter. The model predictions agreed

to within 5% of measured amplitudes. Table 1 shows

the kinematic velocity amplitude based on the piston

displacement and continuity, and the velocity ampli-

tude computed from the resonance model for a given

driving link radius and driving frequency of the piston.

Clearly, some degree of uncertainty exists concerning

the flow field in the pulsed flow simulator when the

fluidized bed was operating. The approach taken in the

present study was to report the imposed frequency and

amplitude at the piston, and to infer the velocity am-

plitude at the pulsed flow simulator exit from the res-

onance model.

To simulate heat transfer surfaces, two horizontal

cylinders, each 3.8 cm in diameter, were positioned 15.25

cm above the distributor plate. One cylinder was fabri-

cated from solid copper and instrumented with a TSI

model 1471 platinum film heat flux probe. A 1200 W

cartridge heater was used to heat the copper cylinder to

a temperature approximately 35 �C above the average

bed temperature. Delrin was used to insulate the ends of

the cylinder, which reduced conduction losses to less

than 3%.

Fig. 3. Pulsed flow simulator.

Fig. 2. Experimental facility.
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The overall heat transfer coefficient was calculated

from

h ¼ EcIc
AsðTs � TbÞ

; ð1Þ

where Ec and Ic represent the voltage and current, re-

spectively, supplied to the cartridge heater, and As rep-

resents the surface area of the copper cylinder. The bed

temperature, Tb, was averaged from four type-J ther-

mocouples. The surface temperature of the cylinder, Ts,
was determined from a temperature measurement 9.5

mm below the surface of the cylinder. The true surface

temperature was approximated using a one-dimensional

radial conduction model, assuming that the cartridge

heater axis was concentric with that of the copper cyl-

inder. The difference between the measured internal

temperature and predicted surface temperature was

typically 0.4 �C.

Local heat flux measurements were accomplished

using the platinum film probe that was flush mounted at

the surface of the cylinder. The probe, shown in Fig. 4,

was composed of a platinum strip approximately

1:2 mm� 0:3 mm deposited on a Pyrex substrate disk

1.5 mm in diameter and 0.7 mm thick. A 9 lm aluminum

oxide coating protected the platinum from erosion in the

harsh environment of the fluidized bed. The heat flux

probe was maintained at a constant temperature using

an anemometer bridge circuit shown schematically in

Fig. 4. To ensure bridge stability, the temperature of the

probe was maintained at 0.75 �C above the surface

temperature of the copper cylinder.

The cylinder and probe were heated and allowed to

reach steady-state, for a fixed operating condition.

Variations in bridge voltage with time, required to

maintain a constant probe temperature, were recorded

for 33 s at a sampling frequency of 500 Hz. Spectral

Table 1

Resonance analysis for pulsed flow simulator

Flywheel radius r (mm) Forcing frequency f (Hz) Kinematic velocity amplitude

Vk (m/s)

Resonant velocity amplitude

Vr (m/s)

4.25 15 9.6 14.0

30 19.1 69.6

8.50 10 12.8 14.9

15 19.1 28.1

14.15 5 10.6 11.0

10 21.3 24.8

15 31.9 46.8

20 42.5 98.1

21.2 5 15.9 16.5

10 31.9 37.1

15 47.8 70.2

Fig. 4. Instrumented horizontal cylinder, heat flux probe and bridge circuitry.
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analysis of preliminary signals indicated that these

sampling conditions were appropriate. The heat flux

probe had an experimentally measured response time

between 2 and 3 ms, allowing measurement of fre-

quency content more than twice the maximum expected

frequency of 100 Hz with amplitude errors less than

10%. The data acquisition system consisted of a Keith-

ley/Metrabyte 12-bit A/D board; interfacing with the

board was accomplished using Labtech Notebook soft-

ware.

Local heat transfer rates were determined by time

averaging instantaneous measurements. Conversion of

the bridge voltage variations to instantaneous heat

transfer coefficients was accomplished through an in situ

calibration, using the effective area of the heat flux probe

as the calibration constant. The effective area, Aeff , was

determined by forcing the area-weighted average of the

time-averaged local heat transfer coefficients, hh, to be

equal to the overall heat transfer coefficient, h. The

following two equations, in conjunction with Eq. (1),

illustrate the procedure

h ¼

P315
h¼0

hh

8
; ð2Þ

where hh was measured at 45� increments, and is defined

by

hh ¼
E2
bRp

Rp þ Rb þ Rc

� �2
AeffðTp � TbÞ

: ð3Þ

Further descriptions of the characteristics of film probes

employed for heat flux measurement and the in situ

calibration process are found in [22–24]. Uncertainty in

overall and time-averaged local heat transfer coefficients

is on the order of 4% and 6%, respectively.

4. Results

Results are presented that quantify the effects of a

steady secondary flow and a secondary flow with an

oscillating component on the overall and local, time-

averaged heat transfer rates. Because there are two flow

streams, primary and secondary, associated with pulse-

stabilized fluidization the distribution of flow between

the two streams is an important parameter in the flui-

dization conditions. In the present context, distribution

of the flow represents a concept of proportioning a total

flow rate between the primary and secondary streams.

Also, the primary flow refers to air that entered the fa-

cility through the plenum chamber and the distributor

plate. The secondary flow entered the facility through the

tailpipe of the pulsed flow simulator, and was either

steady or had a superimposed oscillatory waveform.

The effects of changes in the total flow rate through

the bed, the distribution of the flow between the two

opposing streams, and the pulse frequency on heat

transfer coefficients are identified through carefully

derived normalization methods. The following compar-

isons for heat transfer coefficients were employed:

• Because of the self-actuating nature of the pulsed

combustor in the PAFBC, no additional pumping

power is associated with the secondary flow. There-

fore, a comparison of the heat transfer before and

after a secondary flow is imposed, i.e., a comparison

in which the primary flow was the same between the

two tests, is meaningful.

• To assess the effect of the flow distribution between

the two streams, heat transfer with both primary

and secondary flow is compared with the heat trans-

fer measured with a plenum flow only, at a rate equal

to the combined flow rate of the primary and second-

ary streams. This flow through the plenum is termed

the equivalent flow condition and denoted by a sub-

script of ‘eq’.

• As noted in Table 1, increases in forcing frequency

for a fixed driving-link radius results in an increase

in the amplitude of the exit velocity, in the absence

of particles in the bed. The effect of pulsing character-

istics, which include pulse frequency and pulse ampli-

tude, are examined by comparing the heat transfer

for an oscillating secondary flow condition with the

heat transfer for a steady secondary flow condition.

Superficial flow rates are normalized by the flow re-

quired for minimum fluidization, which was experi-

mentally determined to be 0:48 m3=min�3% for the 345

lm particles used in the present analysis. This measured

value of the minimum fluidization velocity agrees to

within 8% of the prediction from the correlation by Wen

and Yu [25] for a bed without internals. This agreement

suggests that the fluidization behavior of the present

facility is typical of small particle fluidization in the

absence of secondary flow.

4.1. Overall heat transfer coefficients

Fig. 5 shows normalized values of the overall heat

transfer coefficient in the presence of a steady secondary

flow; to acquire this data the primary flow was held

constant while the secondary flow was varied. Overall

heat transfer coefficients with a steady secondary flow,

h0, were normalized by the overall heat transfer coeffi-

cients measured with the primary flow only, hp. The

results are shown as a function of Qt=Qmf , the ratio of

the total or combined flow rate of the primary and

secondary streams over the flow rate required for mini-

mum fluidization. Data acquired with the same primary

flow rate are identified by like symbols and connected by
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solid lines. The figure shows that introduction of a

steady secondary flow for a fixed primary flow rate re-

sulted in increases in the heat transfer. In all cases,

further enhancement of heat transfer resulted from

increases in the secondary flow. The measured heat

transfer enhancements were due to an increase in total

air flow and/or the change in the fluidization hydrody-

namics created by the steady, opposing secondary flow.

The degree to which each factor influenced the observed

increase in heat transfer cannot be determined from Fig.

5, but will be determined from a different normalization

of the data.

To isolate and examine the effects of flow distribution

on the heat transfer rate, h0 is normalized by heq, the
overall heat transfer coefficient associated with an

equivalent flow condition. These normalized values,

listed in Table 2, show that the dramatic increases in

overall heat transfer observed in Fig. 5 were dominated

by increases in the total rate of flow through the bed, as

opposed to the hydrodynamic condition introduced by

the secondary flow. In other words, under these oper-

ating conditions, essentially identical heat transfer rates

resulted regardless of how the flow was distributed be-

tween the primary and secondary streams. This result

provides an important basis for comparison when os-

cillations are imposed in the secondary flow stream.

To investigate the influence of the oscillating com-

ponent of the secondary flow, independent of steady

secondary flow hydrodynamics, overall heat transfer

was measured with a superimposed oscillatory flow

component having a frequency f. The resulting heat

transfer coefficient is denoted as hf and is normalized by

h0. This ratio is plotted in Fig. 6 as a function of Qt=Qmf .

It should be noted that increases in the forcing frequency

resulted in simultaneous increases in the velocity am-

plitude exiting the pulsed flow simulator tailpipe, as il-

lustrated in Table 1. Hence, although reported as a

function of forcing frequency, the results include the

combined effects of velocity amplitude and forcing fre-

quency. The results in Fig. 6 clearly show greater influ-

ences of the oscillating component at lower total flow

rates. Although not conclusive, these results suggest that

the combined energy of the oscillating and steady com-

ponents of the secondary flow compared with the energy

in the primary flow is an important factor in heat transfer

enhancement. For example, at a Qt=Qmf of 1.5, the 5 Hz

data show a dramatic change in hf=h0 with an increase in

the secondary flow from 25% to 35% of the primary flow

rate. However, the same increase in secondary flow rate

for 10 and 15 Hz show a negligible change and a reduc-

tion in hf=h0, respectively, at the same total flow ratio. It

is reasonable to expect the nonlinearities in the response

of the bed to the ratio of energy between the primary and

secondary flow contributed to this observed sensitivity to

operating conditions.

Fig. 7 shows a nondimensional representation of

the effects of the oscillating secondary flow on the

Fig. 6. Overall heat transfer for a combined primary and os-

cillating secondary flow condition compared with a combined

primary and steady secondary flow condition (data include

Qp=Qmf ¼ 1:1, 1.2, 1.5, and 1.8).

Fig. 5. Overall heat transfer for a combined primary and steady

secondary flow condition compared with a primary flow con-

dition.

Table 2

Heat transfer for a steady secondary flow condition compared with the heat transfer for an equivalent flow condition

Qp=Qmf Qs=Qp Qt=Qmf ¼ Qeq=Qmf h0 heq h0=heq

1.1 0.35 1.5 300 291 1.03

1.2 0.25 1.5 285 291 0.98

1.2 0.50 1.8 329 319 1.03
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particle Nusselt number. The nondimensional, inde-

pendent variable is a modified form of the Strouhal

number, which describes the increase in velocity ampli-

tude associated with resonance in the pulsed flow sim-

ulator. The modified Strouhal number is defined as

St0 ¼ St
f
fn

� ��0:8

; ð4Þ

where St is the Strouhal number

St ¼ dtf
Us

ð5Þ

and f and fn are the forcing frequency and natural fre-

quency of the pulsed flow simulator, respectively. Un-

certainties in the Strouhal and Nusselt numbers were

estimated to be 4% and 7%, respectively. Over the range

of operating conditions represented in Fig. 7, the mod-

ified Strouhal number appears to correlate the funda-

mental behavior of the heat transfer. A least-squares

linear curve was generated and is shown in Fig. 7 along

with the standard limits of error for the curve fit (�0.24).

The curve fit, exclusive of the steady secondary flow

data, yields the equation Nup ¼ �6:35St0 þ 5:83.
The general trend of Fig. 7 suggests that, for a fixed

primary flow rate and fixed forcing frequency, an in-

crease in the secondary flow rate yields an increase in the

overall heat transfer coefficient. Also noted in Fig. 7 is

that an increase in forcing frequency results in a decrease

in the overall heat transfer coefficient, for fixed primary

and secondary flow rates. These trends are also observed

for most data in Fig. 6, with the greatest enhancement

generally observed for a forcing frequency of 5 Hz. Of

the forcing frequencies employed in the present study, 5

Hz was closest to the natural frequency of the bed which

was determined experimentally by Pence et al. [2] to be

1.8 Hz. In the present facility, however, tests at pulse

frequencies of 1.8 Hz were not possible due to controller

and motor constraints.

4.2. Local, time-averaged heat transfer

A comparative analysis similar to that used to inves-

tigate the operating effects on the overall heat transfer

coefficients is employed for the local, time-averaged heat

transfer coefficients. Data reported in Figs. 8–12 are

shown as a function of angular position. The angular

position corresponding to 0� represents the stagnation

point of the primary flow on the cylinder. As for the

relation between the pulsed flow simulator and the hor-

Fig. 8. Local heat transfer for a combined primary and steady

secondary flow condition compared with a primary and equiv-

alent flow condition (Qp=Qmf ¼ 1:1, Qs=Qp ¼ 0:35, Qt=Qmf ¼
Qeq=Qmf ¼ 1:5), (radical increments of 0.2).

Fig. 9. Local heat transfer for a combined primary and oscil-

lating secondary flow condition compared with a primary flow

condition (Qp=Qmf ¼ 1:1, Qs=Qp ¼ 0:35, Qt=Qmf ¼ Qeq=Qmf ¼
1:5), (radical increments of 0.2).

Fig. 7. Nondimensional heat transfer variations with forcing

parameters.
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izontal cylinder, the center-to-center distance was 9.5 cm

with the tailpipe located on the side of the cylinder cor-

responding to positive angular positions.

In Fig. 8, variations of h0;h=hp;h as a function of h are

presented for data in which Qt=Qmf ¼ Qeq=Qmf ¼ 1:5,
Qp ¼ 1:1Qmf , and Qs ¼ 0:35Qp. Enhancements in h0;h
relative to hp;h, a consequence of the secondary flow

hydrodynamics and/or an increase in the total rate of

flow, range from 30% at the stagnation point to 130% at

the top of the cylinder, with significant enhancements

also identified at �135�. Also shown in Fig. 8 are values

of h0;h normalized by heq;h. Such a normalization process

isolates the secondary flow hydrodynamics. In the fig-

ure, local enhancements as great as 35% and diminish-

ments near 20% in h0;h relative to heq;h are observed with

the redistribution of a fixed flow rate from one stream

into two opposing streams. In contrast to overall heat

transfer coefficients, which were unaffected by the sec-

ondary flow hydrodynamics, local time-averaged heat

transfer coefficients were influenced by both increases in

flow rate and the presence of a secondary stream.

Adding the influence of pulsing to the secondary

flow, local time-averaged heat transfer coefficients mea-

sured with an oscillating secondary flow, hf ;h, and nor-

malized by hp;h are plotted as a function of angular

position in Fig. 9 for the flow conditions in which

Qp=Qmf ¼ 1:1, Qs=Qp ¼ 0:35, and Qt=Qmf ¼ 1:5. With

the exception of the )45� and �90� positions, significant
enhancements in hf;h relative to hp;h resulted for forcing

frequencies of 5, 10, and 15 Hz. Similar enhancements

occurred for other operating conditions investigated

using these particles. However, the superimposed forc-

ing frequency had the most significant effect on local

time-averaged heat transfer at the lowest primary flui-

dization ratio, Qp=Qmf , of 1.1.

Variations in hf;h=heq;h as a function of angular po-

sition are presented in Fig. 10. The operating conditions

associated with Fig. 10 are identical to those in Fig. 9;

however, the effects of increased flow rate previously

included in Fig. 9 have been eliminated by the normal-

ization used in Fig. 10. Enhancements in local heat

Fig. 11. Local heat transfer for a combined primary and os-

cillating secondary flow condition compared with a combined

primary and steady secondary flow condition (Qp=Qmf ¼ 1:1,
Qs=Qp ¼ 0:35, Qt=Qmf ¼ Qeq=Qmf ¼ 1:5), (radical increments of

0.2).

Fig. 10. Local heat transfer for a combined primary and os-

cillating secondary flow condition compared with an equiva-

lent flow condition (Qp=Qmf ¼ 1:1, Qs=Qp ¼ 0:35, Qt=Qmf ¼
Qeq=Qmf ¼ 1:5), (radical increments of 0.2).

Fig. 12. Local heat transfer variations with forcing frequency

½hf ;h=h0;h
 (Qp=Qmf ¼ 1:1, Qs=Qp ¼ 0:35, Qt=Qmf ¼ Qeq=Qmf ¼
1:5), (radical increments of 0.2).
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transfer coefficients, ranging from 20% to 50%, are

observed at angular positions of 0�, +45�, +90� and

�135� for a forcing frequency of 5 Hz. As the forcing

frequency was increased beyond 5 Hz, enhancements in

heat transfer decreased at these angular positions while

diminishments in heat transfer became more significant

at other locations. Similar, yet substantially less pro-

nounced trends for hf;h=heq;h as a function of h and f

resulted when Qs=Qp was decreased to a value of 0.25 for

Qt=Qmf fixed at 1.5. Also, a reduction in Qs=Qp to 0.25

for Qp=Qmf held constant at 1.1 also yielded similar, but

slightly less pronounced trends for hf ;h=heq;h compared

with those observed in Fig. 10.

To eliminate the effects of the hydrodynamic condi-

tions introduced by a steady secondary flow and isolate

the effects of the pulsation in the secondary flow, hf ;h was
normalized by h0;h. The results for the operating condi-

tions Qp=Qmf ¼ 1:1 and Qs=Qp ¼ 0:35 are shown in Fig.

11 as a function of h. Significant enhancements in h5;h
relative to h0;h are evident at 0�, +45�, and +135�. An

increase on the order of 60% is observed at the stagna-

tion position, with approximate 30% increases noted at

+45� and +135�. As the forcing frequency was increased,

less significant enhancements and more significant di-

minishments in hf ;h compared with h0;h resulted for most

angular positions. For the present particle distribution,

there appears to be a significant dependence of local heat

transfer on the pulsing characteristics, which include the

effects of frequency and velocity amplitude of the sec-

ondary stream. The greatest effects were observed at the

stagnation point and the side of the cylinder closest to

the pulsed flow simulator tailpipe for a forcing fre-

quency of 5 Hz.

In Figs. 8–11, local heat transfer coefficients were

measured with a fixed linkage radius of 14.15 mm and,

as noted by Table 1, increases in forcing frequency were

accompanied by increases in velocity amplitude. To

isolate the effect of forcing frequency, local time-aver-

aged heat transfer data acquired with the velocity am-

plitudes of the secondary stream approximately equal

were compared. The data in Fig. 12 are for 345 lm
particles fluidized at Qp=Qmf ¼ 1:1 and Qs=Qp ¼ 0:35.
Variations in hf ;h=h0;h are shown as a function of angular

position. Estimated resonant velocity amplitudes of

16.5, 14.9, and 14 m/s were achieved by driving the

piston at frequencies of 5, 10, and 15 Hz using flywheel

radii of 21.2, 8.5, and 4.25 mm, respectively.

It is evident from Fig. 12 that for these primary and

secondary flow rates, the frequency at which the op-

posing secondary flow was forced had relatively insig-

nificant consequences on the local time-averaged heat

transfer coefficient at all but the 0� and +135� positions.
An enhancement on the order of 60% in local heat

transfer at the stagnation point resulted for a forcing

frequency of 5 Hz. Substantial reductions in hf ;h oc-

curred at )135� and 180� with the introduction of a

forcing frequency when compared with h0;h. At �45�, the
presence of an oscillating secondary flow had a negligi-

ble effect on hf;h when compared with h0;h.

5. Conclusions

Heat transfer enhancement resulting from the intro-

duction of an oscillating, opposing secondary flow in a

bubbling gas-fluidized bed was experimentally deter-

mined. Increases in the overall heat transfer coefficient

from a horizontal cylinder to the bed on the order of

40% were observed for 345 lm particles with the addi-

tion of a steady secondary flow. In the absence of im-

posed oscillations on the secondary flow, an increase in

total flow was found to be the primary contributor to

the observed heat transfer trends.

For the operating conditions investigated in the

present study, redistribution of a fixed rate of flow

through the plenum into two opposing streams resulted

in no observable effect on overall heat transfer. How-

ever, with the redistribution of a fixed rate of flow

through the plenum into two opposing streams, time-

averaged values of local instantaneous heat transfer did

show evidence of significant localized variations, which

were a result of the hydrodynamic conditions created by

the opposing secondary flow.

Observed enhancements and diminishments in over-

all heat transfer with superposition of an oscillatory

waveform on a steady secondary flow depended upon

both primary and secondary flow rates. For low primary

and secondary flow rates and a forcing frequency of 5

Hz resulted in enhancements as great as 12% in overall

heat transfer and 60% in time-averaged local heat

transfer at the stagnation point. Of the forcing fre-

quencies investigated, 5 Hz was closest to the natural

frequency of the fluidized bed, which was 1.8 Hz. Be-

cause this natural frequency describes the overall hy-

drodynamics and pressure fluctuations associated with

bubble formation, greater effects may be expected for

imposed frequencies near the natural frequency of

bubble formation.

The Strouhal number, modified by a normalized form

of the forcing frequency, allowed a nondimensional

representation of the particle Nusselt number for the

present particle distribution, and operating conditions.
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